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 ABSTRACT: The vigorous development of e-commerce breeds cybercrime. Online payment fraud detection, a 

challenge faced by online service, plays an important role in rapidly evolving e-commerce. Behaviour-based methods 

are recognized as a promising method for online payment fraud detection. However, it is a big challenge to build high-

resolution behavioural models by using low-quality behavioural data. In this work, we mainly address this problem 
from data enhancement for behavioural modelling. We extract fine-grained co-occurrence relationships of transactional 

attributes by using a knowledge graph. Furthermore, we adopt the heterogeneous network embedding to learn and 

improve representing comprehensive relationships. Particularly, we explore customized network embedding schemes 

for different types of behavioural models, such as the population-level models, individual-level models, and 

generalized-agent based models. The performance gain of our method is validated by the experiments over the real 

dataset from a commercial bank. It can help representative behavioural models improve significantly the performance 

of online banking payment fraud detection. To the best of our knowledge, this is the first work to realize data 

enhancement for diversified behaviour models by implementing network embedding algorithms on attribute-level co-

occurrence relationships 

 

I. INTRODUCTION 

 

Machine learning is an important component of the growing field of data science. With statistical methods, different 

type of algorithms is trained to make classifications or predictions, and to uncover key insights in this project. These 

insights subsequently drive decision making within applications and businesses, ideally impacting key growth metrics. 

Machine learning algorithms build a model based on this project data, known as training data, to make predictions or 

decisions without being explicitly programmed to do so. Machine learning algorithms are used in a wide variety of 

datasets, where it is difficult or unfeasible to develop conventional algorithms to perform the needed tasks. 
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Figure 1: System Architecture. 

 

II. LITERATURE REVIEW 

 

Due to the immense growth of e-commerce and increased online based payment possibilities, credit card fraud has 

become deeply relevant global issue. Recently, there has been major interest for applying machine learning algorithms 

as data mining technique for credit card fraud detection. However, number of challenges appear, such as lack of 

publicly available data sets, highly imbalanced class sizes, variant fraudulent behaviour etc. In this paper we compare 

performance of three machine learning algorithms: Random Forest, Support Vector Machine and Logistic Regression 

in detecting fraud on real-life data containing credit card transactions. To mitigate imbalanced class sizes, we use 

SMOTE sampling method. The problem of ever-changing fraud patterns is considered with employing incremental 
learning of selected ML algorithms in experiments. The performance of the techniques is evaluated based on commonly 

accepted metric: precision and recall. 

 

III. METHODOLOGY OF PROPOSED SURVEY 

 

The Software Development Life Cycle (SDLC) is a series of stages that provide a structured approach to the software 

development process. It encompasses understanding the business requirements, eliciting needs, converting concepts 

into functionalities and features, and ultimately delivering a product that meets business needs. A proficient software 

developer should possess adequate knowledge to select the appropriate SDLC model based on project context and 

business requirements. Therefore, it is essential to select the right SDLC model tailored to the specific concerns and 

requirements of the project to ensure its success. To explore more about choosing the right SDLC model, you can 
follow this link for additional information. Furthermore, to delve deeper into software lifecycle testing and SDLC 

stages, follow the highlighted links here. The exploration will cover various types of SDLC models, their benefits, 

disadvantages, and when to use them. SDLC models can be viewed as tools to enhance product delivery. Therefore, 

understanding each model, its advantages, disadvantages, and the appropriate usage is crucial to determine which one 

suits the project context. 

Types of Software developing life cycles (SDLC) 

 Waterfall Model 

 V-Shaped Model 

 Evolutionary Prototyping Model 

 Spiral Method (SDM) 

 Iterative and Incremental Method 

 Agile development 

 

 

 

 

http://melsatar.blog/2018/02/16/the-waterfall-model-a-different-perspective/
https://melsatar.blog/2018/08/27/the-validation-and-verification-model-the-v-model/
http://en.wikipedia.org/wiki/Software_prototyping
http://en.wikipedia.org/wiki/Spiral_model
http://en.wikipedia.org/wiki/Software_development_methodology
http://en.wikipedia.org/wiki/Iterative_and_incremental_development
http://en.wikipedia.org/wiki/Agile_software_development
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IV. CONCLUSION AND FUTURE WORK 

 

For behavioural models in online payment fraud detection, we propose an effective data enhancement scheme by 

modelling co-occurrence relationships of transactional attributes. Accordingly, we design customized co-occurrence 

relation networks and introduce the technique of heterogeneous network embedding to represent online transaction data 

for different types of behavioural models, e.g., the individual-level and population-level models. The methods are 

validated by the implementation on a real-world dataset. They outperform the state of- the-art classifiers with 

lightweight feature engineering methods. Therefore, our methods can also serve as a feasible paradigm of automatic 

feature engineering. There are some interesting issues left to study. An interesting future work is to extend the data 

enhancement scheme into other types of behavioural models, e.g., the group-level models and generalized-agent-based 
models, except the population-level and individual-level models studied in this work. It would be interesting to 

investigate the dedicated enhancement schemes for more advanced individual-level models, since the adopted naive 

individual-level model does not fully capture the advantages of the proposed data representation scheme based on the 

techniques of heterogeneous network embedding. It is anticipated to demonstrate the generality of the proposed method 

by applying it to different real life application scenarios 
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